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Abstract
In recent years, there has been an increasing interest in

a broadcast database system where the server periodically
broadcasts contents of a database to mobile clients such as
PDAs and smartphones. There are three query processing
methods in the broadcast database system. Generally, mo-
bile clients have limits in energy consumption, i.e., battery,
and each of the three methods consumes different amount
of energy for query processing. In this paper, we propose
a new method which dynamically chooses one of the three
query processing methods considering energy consumption.

1 Introduction
The recent evolution of wireless communication tech-

nologies has led to an increasing interest in broadcast in-
formation systems in which data are disseminated via the
broadcast. In such systems, a server broadcasts various
data periodically via the broadband channels, while clients
pick out and store necessary data. There are many stud-
ies for improving the performance of broadcast information
systems[1, 2, 3]. Most of them deal with broadcast data
as data items simply, and do not address the performance
improvement by considering contents and characteristics of
broadcast data.

In this paper, we assume a broadcast system that the
server periodically broadcasts contents in a database and
clients issue queries to retrieve data from the database. We
call such a system broadcast database system. There are
three basic query processing methods in this system, on-
demand, client, and collaborative methods. However, the
performance of each method changes according to the sys-
tem situation such as query frequency.

In [5], we proposed a query processing method which
chooses the method with the least response time among the
three basic methods. In this paper, based on the method
proposed in [5], we propose a new method which considers

the energy consumption of mobile clients when choosing
a query processing method. Furthermore, our simulation
evaluation reveals that the proposed method improves the
lifetimes of clients with a low remaining battery power.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the outline of a broadcast database system
and introduces three basic query processing methods and
the conventional method in the broadcast database system.
Section 3 explains our method in details. Section 4 evalu-
ates the performance of our method. Finally, we conclude
the paper in Section 5.

2 Broadcast Database System

Figure 1 illustrates the concept of a broadcast database
system. In this system, the server broadcasts contents in a
relational database via the broadcast channel and processes
queries from clients. Clients issue queries to retrieve the
necessary data from the database. Clients have a small stor-
age, low power resource, and low CPU capability, such as
a PDA. The broadcast channel from the server to clients
is divided into two channels: a broadband main channel to
disseminate the contents in a database repeatedly, and a nar-
rowband sub channel to disseminate the other data. More-
over, there is a narrowband uplink channel from clients to
the server. Clients use the uplink channel to send queries to
the server.

2.1 Assumed Environment

We assume that our method is used for disseminating
information to many and unspecified users. For exam-
ple, for an information service in a shopping center, the
server broadcasts data in the database including advertis-
ing information, shop information, and goods information
in the shopping center, while thousands of users receive the
broadcast information and retrieve the necessary informa-
tion. The broadcast data include maps of shops and images
of goods. The bandwidth to broadcast is about 10 Mbps.

International Conference on Complex, Intelligent and Software Intensive Systems

978-0-7695-3575-3/09 $25.00 © 2009 IEEE

DOI 10.1109/CISIS.2009.16

1094

International Conference on Complex, Intelligent and Software Intensive Systems

978-0-7695-3575-3/09 $25.00 © 2009 IEEE

DOI 10.1109/CISIS.2009.16

1094



Main
channel

Sub
channel

Uplink
Database

Broadcasting data

1

2 3
4

5…
Broadcasting data

1

2 3
4

5… Downlink

Server

Clients

Figure 1. Broadcast database system.

The server always broadcast the contents of the database
and the index of the broadcast schedule periodically.

The users sometimes issue queries to the server to re-
trieve the information, such as a natural join operation “I
want the image of item A, and the map to the shop selling
the item”. We assume several minutes’ delay for receiving
query result is acceptable for clients. On the other hand,
users set the deadline of the response time to each query.
When users cannot receive query result by the time of dead-
line, the query fails. Although users stay in the shopping
center for a certain time, the battery is limited and the users
who run out of the battery cannot receive the service.

2.2 Query Processing Methods

In the broadcast database system, there are three basic
query processing methods and one adaptive method as fol-
lows.

On-demand method: A client sends a query to the
server through the uplink. The server processes the query
and broadcasts the query result via the sub channel. In this
method, the query is processed by the server completely,
and not much workspace is required for query processing at
client. Thus the energy consumption is low.

Client method: A client stores all the tables related to
the query, and processes the query by itself. Query process-
ing causes a heavy workload on the client. This consumes a
lot of battery power.

Collaborative method: A client sends a query to the
server through the uplink. The server processes the query,
attaches the query identifier to the tuples that appear in the
query result, creates rules for the client to process the data,
and then broadcasts the rules via the sub channel. Using
the received rules, the client receives the necessary tuples
via the main channel referring to the identifiers, and recon-
structs the query result by combining these tuples[4].

LRT (Least Response Time) method: The system per-
formance, when each method is used individually, changes
with the environmental conditions such as query frequency.

In the LRT method[5], when the server receives a query, it
calculates the response time respectively for the on-demand
method, the client method, and the collaborative method,
and then chooses a query processing method with the least
response time.

3 ELEC Method

In the previously proposed LRT method, there is a prob-
lem that it might shorten lifetimes of clients with a remain-
ing low battery, since it aims to improve the success rate and
the response time of the query, but does not consider the en-
ergy consumption. Therefore, we propose a new query pro-
cessing method, called ELEC (Extended LRT considering
Energy Consumption) method which considers remaining
batteries of mobile clients when choosing one of the three
baic query processing methods. This method improves the
lifetimes of clients with low remaining battery.

3.1 Outline

In the ELEC method, the server basically chooses a
query processing method according to the LRT method.
However, the server checks the remaining battery of the
client issuing the query, and preferentially chooses the
method with the lowest energy consumption when the re-
maining battery is lower than the threshold PTH . The pro-
cedure of the query processing is as follows.

1. If the remaining battery of the client which currently
issues a query is more than PTH , the server chooses
the query processing method according to the LRT
method.

2. Otherwise, the server chooses the possible query pro-
cessing method with the lowest energy consumption.

The optimal PTH will change according to the query fre-
quency, remaining battery of clients, and so on.

3.2 Calculation of the Thresholds

For deciding the appropriate threshold PTH , the server
repeatedly examines last q queries with changing a tenta-
tive value of the threshold. Then, the server decides the
threshold, so that the energy consumption for clients whose
remaining battery is less than the threshold becomes least.
The detailed procedure is as follows.

1. We denote the remaining battery of the client which
issues the last x-th query Qx as Px. We also denote
the sequence of numbers which consists of q elements
as A = (P1, P2, . . . , Pq), and the ascending sequence
of A as the candidate threshold sequence A′.

2. We represent the k-th element of A′ as A′[k].
The server takes the following steps for A′[i](i =
1, 2, . . . , q).
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(2a) The server examines last q queries by setting
A′[i] as a tentative threshold.

(2b) The server calculates the energy consumption per
query of clients whose remaining battery is less
than A′[i], which is represented as Ei.

(2c) If Ej > Ej−1 > Ej−2(j = 1, 2, . . . , q), the
server judges the appropriate threshold is less
than Aj , and goes to step 3.

3. We represent the minimum of Ei(i = 1, 2, . . . , q) as
Emin i, and decides the threshold for next q queries as
A′[min i].

To examine last q queries in step (2a), the server main-
tains the information of last q queries, the state of the queue
of the sub channel when the last q-th query is issued, and
the information of identifiers being used in the collabora-
tive method.

3.3 Actual Energy Consumption of Mo-
bile Terminal

To determine the query processing method with the low-
est energy consumption, we need to calculate the energy
consumption of each method for a given query. For this
aim, we investigate the energy consumption of various op-
erations by using an actual mobile terminal (iPAQ rx5965,
Hewlett-Packard Development Co.). To measure the energy
consumption, we use the remaining battery shown by the
operation system. It displays the ratio of the remaining bat-
tery against the full battery. We can know the energy con-
sumption of a specific operation such as reading and writing
by measuring the remaining battery after several time.

We implemented a tool on the terminal which period-
ically records the remaining battery at a fixed time inter-
val while performing a specific operation repeatedly, e.g.,
receiving data using wireless LAN or writing data to the
ROM. Moreover, we implemented a broadcast server and
a receiving application to investigate the energy consump-
tion for receiving broadcast data. The broadcast contents
are supposed for an information service in a shopping cen-
ter as described in Section 2.1.

The database schema has a shop table {shopID, shop
name, image, . . .} and a goods table {goodsID, shopID,
goods name, image, . . .}. Furthermore, shops are classified
into several genres according to selling goods. The server
first broadcasts a shop table, then broadcasts a goods table
for each genre. We denote the time required to broadcast
tables of all genres as the broadcast cycle.

Table 1 shows the elemental energy consumption ratio
derived from the experimental result. Here, the elemen-
tal energy consumption ratio is defined as the energy con-
sumption for performing a particular operation divided by
the operating time. In Table 1, we also define the symbols
used in this paper. Moreover, we show the value which is

Table 1. Elemental energy consumption ratio.
Value Ratio to idle

Idle EI 13.2 1.0
Wireless LAN EL 47.2 3.6
Reading ER 23.0 1.7
Writing EW 21.0 1.6
Downloading ED 68.4 5.2
Receiving broadcast data EB 71.6 5.4
Combining tuples EC 23.6 1.8
Wireless LAN & Writing ELW 69.6 5.3
Wireless LAN & Uniting ELU 71.6 5.4

obtained by dividing each elemental energy consumption
ratio by that of the idle case (we call it “ratio to idle”).

3.4 Formulation of Energy Consumption

In this sub section, we formulate the energy consumption
for operations and query processing using the ratio to idle
shown in Table 1. The energy necessary to process a query
represents the energy required to receive necessary tables
and to combine the tuples after issuing the query.

3.4.1 Elemental energy consumption

First, we define the energy consumption for CPU, wire-
less LAN, reading, and writing. Here, t denotes the time
during which the client is engaged in the corresponding op-
eration.

Elemental energy consumption: We call the energy con-
sumption when the terminal is switched on but does noth-
ing, i.e., idle as the elemental energy consumption (EI ),
which is define as follows:

EI(t) = t. (1)

Wireless LAN: The energy consumption for Wireless
LAN (EL) is defined as follows:

EL(t) = 3.6 t. (2)

Reading and writing: The energy consumptions for
reading (ER) and writing (EW ) are defined as follows:

ER(t) = 1.7 t, (3)

EW (t) = 1.6 t. (4)

Combining tuples: The energy consumption for combin-
ing tuples (EC) is defined as follows:

EC(t) = 1.8 t. (5)
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3.4.2 Energy consumption for basic operations

Using the elemental energy consumption in Section 3.4.1,
we define the energy necessary to receive broadcast data, to
process data, and to read and to write data.

Receiving broadcast data: We define the energy con-
sumption for client to receive broadcast data and writes the
data to its disk as follows:

Ercv(t) = EI(t) + EL(t) + EW (t) = 6.2 t. (6)

Combining tuples: We define the energy consumption to
combine tuples as follows:

Etpr(t) = EI(t) + EC(t) = 2.8 t. (7)

Writing data: The energy necessary to write data to disk
(without receiving broadcast data) is defined as follows:

Ewrt(t) = EI(t) + EW (t) = 2.6 t. (8)

Reading data: The energy necessary to read data before
processing is defined as follows:

Erd(t) = EI(t) + ER(t) = 2.7 t. (9)

3.4.3 Energy consumption for query processing

In this clause, we define the energy necessary to process
a query with the on-demand method, the client method, and
the collaborative method, respectively.

On-demand method: In the on-demand method, client
only receives the query result from the sub channel. There-
fore, the energy necessary to process a query with the on-
demand method (Eon) is represented as follows:

Eon(t) = Ercv(t) = 6.2 t. (10)

Client method: In the client method, after receiving the
tables necessary to process the query from the main chan-
nel, the client processes the query. Therefore, the energy
necessary to process the query with the client method (Ecl)
is represented as follows, by using the time to receive the
necessary tables trcv

cl , the time to read these tables trd
cl , the

time to combine the tuples tprc
cl , and the time to write the

query result to the disk twrt
cl :

Ecl(t) = Ercv(trcv
cl ) + Erd(trd

cl )
+Etpr(t

prc
cl ) + Ewrt(twrt

cl ). (11)

Collaborative method: In the collaborative method, after
the client receives the processing rule, it receives only the
tuples attached with the identifiers and combines the tuples
based on the processing rule. Therefore, the energy nec-
essary to process the query with the collaborative method
(Eco) is represented as follows, by using the time to receive
the processing rule trcvrule

co , the time to read the processing
rule trdrule

co , the time to receive the tuples necessary to pro-
cess the query t

rcvtpl
co , the time to read these tuples t

rdtpl
co ,

the time to combine the tuples tprc
co , and the time to write

the query result to the disk twrt
co :

Eco = Ercv(trcvrule
co )+Erd(trdrule

co )+Ercv(trcvtpl
co )

+ Erd(t
rdtpl
co )+Etpr(tprc

co )+Ewrt(twrt
co ). (12)

While these formula are intuitive and simple, these are
enough to estimate the energy consumption in our proposed
method.

4 Evaluation

This section evaluates our proposed ELEC method. The
following three evaluation criteria are used for the evalua-
tion.

Lifetime: The average of the elapsed times from user’s
arrival to the user’s exit, due to either spending the prede-
termined time or running out of the battery. Note that we
assume that clients consume battery only by operations re-
lated to query processing.

Success rate: The ratio of the queries of which clients
could get the results to all of the queries clients issued.

Response time: The average elapsed time from a query
generation to the receipt of the query result for success-
ful queries. Note that the response time includes neither
the time for transmitting a query from a client to the server
nor the time for processing the data at the client side or the
server side, since they are short enough.

4.1 Simulation Environment

In the evaluation, the database schema and the query
model is as the same as described in Section 3.3.

In the evaluation, the deadline is given as a parameter to
each query, and the query fails when the client cannot get
the query result until the deadline. Furthermore, the ratio
of clients who cannot store all the necessary tables for pro-
cessing queries is given. If clients are required to store the
data more than the capacity, the query also fails.

Table 2 shows the parameters used in the evaluation. The
rate of necessary tuples represents the rate of tuples which
are included in the query result to all tuples in the table. The
user arrival intervals are given by the exponential distribu-
tion with a parameter on the user arrival frequency. Each
user has a mobile client to receive the service. The initial
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Table 2. Parameters.
Parameter Value

Simulation time[sec] 36000
Estimated staying time of users[sec] 7200
User arrival frequency[/sec] 20
Query interval for a user[sec] 300
Deadline of response time[sec] 80
Number of genres 10
Number of shops for a genre 5-10
Number of goods for a shop 200
Size of a tuple[KByte] 10
Number of identifiers 200
Bandwidth of main channel[Mbps] 10
Bandwidth of sub channel[Mbps] 2
Size of a processing rule[KByte] 1
Average ratio of necessary tuples 0.03
Standard deviation of necessary tuples 0.01
The initial remaining battery[unit energy] 200 - 2000
The storage capacity[MB] 1 - 100
The frequency of CPU[MHz] 200 - 500
The speed of writing data[MB/s] 0.6
The speed of reading data[MB/s] 3.5

remaining battery of each client is given by the uniform dis-
tribution from 200 to 2000 unit energies, the storage ca-
pacity of each client is given by the uniform distribution
from 1 to 100 MB, and the spec of CPU is given by the
uniform distribution from 200 to 500 MHz. A user, who ar-
rives at the shopping center, issues a query according to the
query interval with the deadline of the response time, the
storage capacity, and the remaining battery. Each user ex-
its the shopping center after spending the estimated staying
time.

We define tprc
cl in formula (11) is defined as follows

since tprc
cl on iPAQ rx5965 (CPU : 400MHz) is measured

as 1.8[sec]:

tprc
cl = 1.8 × 400

CPU [MHz]
. (13)

Moreover, tprc
co in formula (12) is defined as follows,

tprc
co = tprc

cl × r. (14)

4.2 Methods for Comparison

In our simulations, we compared our proposed method
with the following two methods and the LRT method.
Random Method: In the random method, the server
chooses the query processing method randomly.
Minimum Energy Method: In the minimum energy
method, the server chooses the query processing method
with the lowest energy consumption. This method is the

Table 3. Success rate and response time.
Method Success rate Average response time
Random 85.27% 62.86[sec]
Minimum Energy 85.84% 63.85[sec]
LRT 99.80% 45.76[sec]
ELEC 99.09% 49.43[sec]
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Figure 2. User arrival frequency and average
lifetime.

same as the ELEC method whose PTH is set to the maxi-
mum value.

4.3 Simulation Results

4.3.1 Comparison with Other Methods

Table 3 shows the evaluation results of the success rate
and the average response time of the random method, the
minimum energy method, the LRT method and the ELEC
method. Moreover, Figure 2 shows the evaluation results of
the average lifetime under different initial remaining battery
conditions of clients, which is classified by every 200 unit
energies. The parameter q of the ELEC method is set to 50
according to the preliminary experiment.

Table 3 and Figure 2 show that the average lifetime of
the minimum energy method is the longest among the four
methods, though the success rate and the average response
time is much worse than those of the LRT method and the
ELEC method. In the minimum energy method, since the
server considers only the enegy consumption of the client,
the average lifetime becomes long. However, the restriction
of the sub channel, storage, and identifier worsens the suc-
cess rate and the average response time, due to continuously
choosing the query processing method with the lowest en-
ergy consumption (the on-demand method in most case).

The average lifetime of the ELEC method is much longer
than that of the LRT method, and the degrades in the success
rate and the response time are little. In the ELEC method,
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Table 4. Impact of q on success rate and re-
sponse time.

q Success rate Average response time Average threshold

10 95.47% 55.67[sec] 544[unit energy]
50 99.09% 49.43[sec] 133[unit energy]
100 99.43% 48.28[sec] 76[unit energy]

0 2000 4000 6000 8000

~400

400~600

600~800

800~1000

1000~1200

1200~

In
it

ia
l r

em
ai

ni
ng

 b
at

te
ry

[u
ni

t e
ne

rg
y]

   

Average lifetime

q=10

q=50

q=100

Figure 3. Impact of q on average lifetime.

the lifetime of clients which have a low remaining battery
becomes long, since the server preferentially chooses the
method with the lowest energy consumption when the re-
maining battery of the client is lower than the threshold.

4.3.2 Impact of q

Table 4 shows the success rate and the average response
time of the ELEC method when q is 10, 50, and 100. Figure
3 shows the evaluation results of the average lifetime un-
der different initial remaining battery conditions of a client,
which is classified by every 200 unit energies.

In the case where q = 10, the average lifetime of clients
with a low remaining battery is longer than that in the case
where q = 50, while the success rate and the average re-
sponse time are worse. When q is small, the number of the
candidate thresholds (A′) is also small, and the threshold
(PTH ) tends to become high. Therefore, the server often
chooses the query processing method with the least energy
consumption, the average lifetime of clients with a low re-
maining battery becomes longer. On the other hand, in the
case where q = 100, the success rate and the average re-
sponse time are almost the same as the case where q = 50,
while the average lifetime of clients with a low remaining
battery is shorter. When q is large, the number of the can-
didate thresholds is also large, and the threshold tends to
become low. Therefore, the server can rarely choose the
query processing method with the lowest energy consump-
tion. As a result, the average lifetime of clients with a low
remaining battery becomes short.

5 Conclusions

In this paper, we proposed a new query processing
method which dynamically chooses a query processing
method by considering the energy consumption. In the pro-
posed method, the server preferentially chooses the method
with the lowest energy consumption when the remaining
battery is lower than the threshold. The simulation results
revealed that the proposed method improved the lifetime of
clients with a low remaining battery while keeping high suc-
cess rate and short average response time compared with the
LRT method.

In future, we plan to extend our proposed method to deal
with the similarity among queries and packet losses.
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